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1. Introduction

Palindromes are sequences which read the same starting from either end. Whenever the first half is the same as the complement of the second half read from right to left the sequence is called a pseudopalindrome. Besides their importance in combinatorial studies of strings, mirrored complementary sequences occur frequently in DNA and are often found at functionally interesting locations such as replication origins or operator sites. Already in the 1950’s it was recognised that pseudopalindromic regions of DNA can exist in a cruciform structure with intrastrand base pairing of the self-complementary sequence, i.e., if a pseudopalindromic sequence occurs in a double strand, then pulling apart the two strands at the middle of the pseudopalindrome one can perform a “transfer-twist” in which each strand twists about itself, reducing the energy needed to separate the strands.

A similar phenomenon is when a single strand of DNA curls back on itself to become self-complementary, after which a polymerase chain reaction can extend the “shorter” end to generate a complete double strand, the result being a partial double helix with a bend in it. The structure is called a hairpin or stem-loop, and it is an important building block of many RNA secondary structures. Several operations on sequences were introduced which are either directly motivated by the biological phenomenon called stem-loop completion, or are very similar in nature to it. The mathematical hairpin concept introduced by Păun et al. in [1] refers to a word in which some suffix is the mirrored complement of a middle factor of the word. The hairpin completion operation, which extends such a word into a pseudopalindrome with a non-matching part in the middle was thoroughly investigated in [2, 3, 4, 5, 6, 7, 8, 9]. Most basic algorithmic questions about hairpin completion have been answered (see, e.g. Cheptea et al. [2] and Diekert et al. [3]) with a noteworthy exception: “given a word, can we decide whether the iterated application of the operation leads to a regular language?”. There exist however particular cases of this concept, such as the bounded hairpin completion introduced by Ito et al. in [10], where also this latter problem was settled by Kopecki in [11].

Another operation related to our topic is the iterated palindromic closure which was first introduced by De Luca in the study of the Sturmian words in [12] and later generalised to pseudopalindromes by De Luca and De Luca in [13]. This operator allows one to construct words with infinitely many pseudopalindromic prefixes, called pseudostandard words. In this con-
text the newly obtained words have length greater than the original ones, but are minimal among all pseudopalindromes that have the original word as prefix or suffix. On the same page, in [14] Mahalingam and Subramanian propose the study of some similar operation, that of pseudopalindromic completion of a word. The operation considers in this form all possible ways of extending the word into a pseudopalindrome, thus producing in one step of an application of the operation an infinite set from any starting word. It is worth noting that together with the notion of $\theta$-inverse that refers to the shortest such completion and was introduced in the same paper, the latter concept represents a generalisation of the pseudopalindromic closure.

The operation studied here, is yet another type of pseudopalindromic completion. Although having the same name, it differs from the pseudopalindromic completion in [14] in that we require the word to have a pseudopalindromic prefix or suffix in order to be completed. In comparison with the (iterated) pseudopalindromic closure in [12] which considers the unique shortest word that completes the starting string into a pseudopalindrome, as we shall observe, here we take all possible extensions. However, this choice of restriction was not randomly picked, the subject of this work being closest in nature to the first presented operation. Since in the biological phenomenon serving as inspiration, the hairpin’s length in the case of stable bindings is optimally limited (approximatively 4-8 base-pairs according to Slama-Schwok et al. in [15]) it is natural to consider completions with bounded middle part. As we will see our operation is in fact a rather restricted form of the hairpin completion (we do not allow for non-matching middles), and the questions asked are also a subset of problems considered for the initial operation.

After presenting the notions and results needed for our treatise, in Section 3 we state some simple one-step completion results. In Section 4 we gradually build the characterisation of regular languages which stay regular under the iterated application of pseudopalindromic completion. Section 5 is a collection of algorithmic results on this operation such as the membership problem for the iterated completion of a word and that of a language, the completion distance between two input words and decision methods regarding the preservation of regularity within iterated completion. We conclude our work with Section 6 where we present some further remarks regarding this operation.
2. Preliminaries

We assume the reader to be familiar with fundamental concepts from Formal Language Theory, such as the classes of the Chomsky hierarchy, finite automaton, regular expressions (e.g., see the textbook by Harrison [16]), as well as fundamental concepts from combinatorics on words (e.g., see the Lothaire textbook [17]).

Let $\Sigma$ be a non-empty finite alphabet with letters as elements. A sequence of letters constitute a word $w \in \Sigma^*$ and we denote by $\varepsilon$ the empty word.

The length of a finite word $w$ is the number of not necessarily distinct symbols it consists of and is denoted by $|w|$. The $i$th symbol we write as $w[i]$ and use the notation $w[i..j]$ to refer to the part of a word starting at the $i$th and ending at the $j$th position.

Words together with the operation of concatenation form a free monoid, which is usually denoted by $\Sigma^*$ for an alphabet $\Sigma$. Any subset of $\Sigma^*$ is called a language. By $\Sigma^+$ we denote the set of non-empty words over $\Sigma$.

Repeated concatenation of a word $w$ with itself is denoted by $w^i$ for integers $i \geq 0$ with $i$ representing a power. Furthermore, $w$ is said to be primitive if there exists no non-empty word $u$ such that $w = u^j$ for some integer $j > 1$. Otherwise, we call $w$ a repetition and the smallest such $u$ its root (note that in this case the word $u$ is primitive).

A word $u$ is a factor of $w$ if there exist integers $i, j$ with $1 \leq i, j \leq |w|$ such that $u = w[i..j]$. We say that $u$ is a prefix of $w$ whenever we can fix $i = 1$ and denote this by $u \leq w$. If $j < |w|$, then the prefix is called proper. Suffixes are the corresponding concept reading from the back of the word to the front. A word $w$ has a positive integer $k$ as a period if for all $i, j$ such that $i \equiv j \pmod{k}$ we have $w[i] = w[j]$, whenever both $w[i]$ and $w[j]$ are defined.

A central concept to this work is palindromicity in the general sense. For a word $w \in \Sigma^*$ we denote by $w^R$ its reversal, that is $w[|w|..1] \ldots w[1]$. If $w = w^R$, the word is called a palindrome. Let $\mathcal{Pal}(L)$ be the set of all palindromes of a language $L \subseteq \Sigma^*$ and $\mathcal{Pal}_\Sigma$ be the language of all palindromes over $\Sigma$ (when the alphabet is clear from the context we shall drop the $\Sigma$ and denote this set by $\mathcal{Pal}$).

We can generalise the previous definition by using an arbitrary antimorphic involution instead of the reversal. To this end, let $\theta$ be an antimorphic involution, i.e., $\theta : \Sigma^* \to \Sigma^*$ is a function such that $\theta(\theta(a)) = a$ for all $a \in \Sigma$ and $\theta(uv) = \theta(v)\theta(u)$ for all $u, v \in \Sigma^+$. Then, $w$ is a $\theta$-pseudopalindrome if $w = \theta(w)$. To make notation simpler, we write $\overline{u}$ for $\theta(u)$ whenever $\theta
is understood from the context. As an example, for the antimorphism \( \theta \) with \( \theta(a) = b \) and \( \theta(b) = a \), the word \( aabb = \theta(aabb) = \theta(b)\theta(b)\theta(a)\theta(a) \) is a pseudopalindrome. The language of all \( \theta \)-pseudopalindromes, when the alphabet \( \Sigma \) and \( \theta \) are fixed, is denoted by \( P\bar{P}al \).

It is immediate to show that this is a linear context-free language, just like \( Pal \). Moreover, the primitive root of every \((\theta\text{-pseudo})\)palindrome is a \((\theta\text{-pseudo})\)palindrome itself.

Note that all palindromes \( p = aqa^R \) with \( q \) a (possibly empty) palindrome have the trivial palindromic prefixes (suffixes) \( \epsilon, a \) and \( aqa^R \). Hence, by a palindrome having a non-trivial palindromic prefix (suffix), we mean it has a proper prefix (suffix) of length at least two which is a palindrome. This notion can be canonically extended to \( \theta \)-pseudopalindromes. Throughout this paper, unless explicitly stated otherwise, whenever we say pseudopalindromic prefix (suffix), we refer to a non-trivial pseudopalindromic prefix (suffix).

**Definition 1.** Let \( \theta \) be an antimorphic involution over an alphabet \( \Sigma \) and \( w \in \Sigma^* \). A word \( w' \in \Sigma^* \) is in the right (respectively, left) \( \theta \)-completion of \( w \) if \( w = uv \) where \( v \) (respectively, \( u \)) is a \( \theta \)-palindrome with \( 1 < |v| < |w| \) (respectively, \( 1 < |u| < |w| \)) and \( w' = uv\theta(u) \) (respectively, \( w' = \theta(v)uv \)). A word \( w' \) is in the \( \theta \)-completion of \( w \) if it is either in the right or left \( \theta \)-completion of \( w \); this is denoted by \( w \kappa w' \). The reflexive and transitive closure of \( \kappa \), denoted by \( \kappa^* \), is called the iterated \( \theta \)-completion; more precisely, for two words \( w \) and \( w' \) we write \( w \kappa^* w' \) if \( w = w' \) or there exists an integer \( n > 1 \) and the words \( v_1, v_2, \ldots, v_n \) with \( v_1 = w, v_n = w' \) and \( v_i \kappa v_{i+1} \) for \( 1 \leq i \leq n - 1 \).

In the following we assume \( \Sigma \) to be a fixed alphabet, such that all the words and languages that we work with are over \( \Sigma \), and \( \theta \) to be a fixed antimorphic involution over this alphabet. Therefore, we just say completion instead of \( \theta \)-completion and pseudopalindrome instead of \( \theta \)-pseudopalindrome.

**Definition 2.** For a language \( L \), let \( L^{\kappa_0} = L \) and for \( n > 0 \) let \( L^{\kappa_n} = \{ w \mid \text{there exists } u \in L^{\kappa_{n-1}} \text{ such that } u \kappa w \} \) be the pseudopalindromic completion of \( L^{\kappa_{n-1}} \). Moreover, we define \( L^{\kappa^*} = \bigcup_{n \geq 0} L^{\kappa_n} \), the iterated pseudopalindromic completion of \( L \).

To see an example, consider the antimorphic involution \( \theta \) to be just the reverse function, e.g., \( \theta(w) = w^R \), and the language \( L = \{ aabb, abb \} \). Then \( aabb \kappa \{ aabba, bbaabb \} \) since \( aabb \) has \( aa \) and \( bb \) as a palindromic prefix and suffix, respectively, while \( abb \kappa abba \).
For convenience, we define \( L^{\leq n} \) to be the union of all completions up to the \( n \)th iteration of the language \( L \), e.g., \( L^{\leq n} = \bigcup_{i=0}^{n} L^i \). Moreover, for simplicity, let \( w^{\leq n} \) denote \( \{w\}^{\leq n} \) and \( w^{\leq n} \) denote \( \{w\}^{\leq n} \), i.e., the \( n \)th completion of the singleton language \( \{w\} \) and the union of its \( i \)th completions for \( 0 \leq i \leq n \), respectively.

The following lemma is used frequently in our proofs:

**Lemma 3.** For every regular language \( L \) there exists a positive integer \( k_L \) such that every word \( w \in L \) longer than \( k_L \) has a factorisation \( w = w_1w_2w_3 \) with \( w_2 \neq \epsilon \), \( |w_1w_2| \leq k_L \) and \( w_1(w_2)^*w_3 \subseteq L \).

Finally let us recall some well known combinatorial results:

**Theorem 4** (Fine and Wilf). If two non-empty words \( u^i \) and \( v^j \) share a prefix of length \( |u| + |v| - \gcd(|u|, |v|) \), then there exists a word \( r \) of length \( \gcd(|u|, |v|) \) such that \( u,v \in \{r \}^+ \).

**Proposition 5.** If \( uv = vw \) with \( u,w \in \Sigma^+ \) and \( v \in \Sigma^* \), then \( v = (xy)^kx \), \( u = xy \), \( w = yx \) for some words \( x \in \Sigma^* \) and \( y \in \Sigma^+ \), and some integer \( k \geq 0 \).

### 3. Pseudopalindromic Regular Languages

We begin our exposure with a simple observation. The pseudopalindromic completion of a word is always a finite set, as a word (of finite length) has only finitely many pseudopalindromic prefixes or suffixes.

In order to see that the class of regular languages is not closed under pseudopalindromic completion, consider the language \( L = aa^+a \). After one pseudopalindromic completion step we get \( L^1 = \{a^n\bar{a}^n \mid n \geq 2\} \), which is a non-regular context-free language. Moreover, no word in \( L^1 \) has a pseudopalindromic prefix or suffix, hence \( L^\leq 1 = L^{<1} \).

We now look at the iterated pseudopalindromic completion. As an example consider the word \( w = a\bar{a}b\bar{a}b\). The iterated completion of \( w \) is the infinite regular language \( \{w\} \cup a\bar{a}(ba\bar{a}a)^* \cup ba\bar{b}(a\bar{a}ba\bar{b})^+ \). In fact, the iterated completion of a word may be even more complex. For instance, if the starting word is \( a^3ba^4ba^3 \), the result of the iterated completion is not context-free (we will see further details regarding this result in the proof of Proposition 11).

**Lemma 6.** For a word \( w \), the language \( w^{\leq \ast} \) is infinite if and only if \( w \) has both pseudopalindromic prefixes and suffixes. Furthermore, in this case \( w^{\leq i} \subsetneq w^{\leq i+1} \) for all integers \( i \geq 1 \).
Proof. If \( w \) has both pseudopalindromic prefixes and suffixes, then after every completion, the resulting word will have them, too, therefore \( w^{\ast} \) is infinite. To prove the other direction, suppose without loss of generality that no prefix of \( w \) is a pseudopalindrome, while one of its suffixes is a pseudopalindrome denoted by \( u \) with \( |u| > 1 \) (the other case is symmetric). Then, in one step the word \( vu \) is reached via the operation, for the factorization \( w = vu \). Since \( w \) had a pseudopalindrome only at one end, all of the prefixes and suffixes of length at most \( |vu| \) of \( vu \) are not pseudopalindromes. Now assume there is a factorisation \( \overline{v} = xy \) with \( 1 \leq |x| < |v| \), such that \( vux \) is a pseudopalindrome (once more, the case \( v = xy \) is symmetric).

If \( |x| \leq \frac{|v|}{2} \), then not only is \( \overline{v}ux \) a pseudopalindromic suffix of \( vux \), but also \( xu \) is a prefix of \( vu \), contradicting our initial assumption, that \( w \) had no pseudopalindromic prefixes.

If \( |x| > \frac{|v|}{2} \), then, because \( \overline{v}ux \) is both a prefix and a suffix of \( vux \), i.e., it is a border of \( vux \) which is longer than half of \( |vux| \), it must be that \( vux \) has a border shorter than its half. Any border of a pseudopalindrome is a pseudopalindrome itself, hence \( v \) starts with a pseudopalindrome, which is a contradiction. The second statement follows directly from the fact that the length increases with each iteration.

Lemma 7. For any pseudopalindrome \( w \), the set of words obtained by right pseudopalindromic completion from \( w \) equals the set of words obtained by left pseudopalindromic completion from it.

Proof. For a word \( w \) to have a right completion, it needs to have a decomposition \( w = uvx\overline{v} \), where \( x \in \Sigma \cup \{\epsilon\} \) with \( x = \overline{x} \) and \( v \neq \epsilon \). Therefore, \( uvx\overline{v} \in uvx\overline{v} \). Because the starting word \( w \) is a pseudopalindrome, we have \( uvx\overline{v} = \overline{uvx\overline{v}} = v\overline{x}\overline{v}\overline{u} \) and a left completion gives us \( uvx\overline{v}\overline{u} \). Since \( |x| \leq 1 \) and according to our initial assumption \( x = \overline{x} \), the conclusion follows.

We remind the reader that a language is called pseudopalindromic if all of its elements represent pseudopalindromes. Hence, whenever considering several completion steps for some pseudopalindromic language \( L \), it is enough to consider either the right or the left completions. We start by recalling the following result:

Lemma 8 (Kari and Mahalingam [18]). For two words \( u, v \in \Sigma^+ \) such that \( uv \) is a pseudopalindrome, the following hold:

- \( uv = \overline{vu} \) if and only if \( u = \overline{u} \);
\[ v \overline{u} = uv \text{ if and only if } v = \overline{v}. \]

Similar to the palindromic languages characterisation given by Horváth et al. in [19] we have the following characterisation:

**Theorem 9.** A regular language \( L \subseteq \Sigma^* \) is pseudopalindromic, if and only if it is a union of finitely many languages of the form

\[ L_p = \{p\} \text{ or } L_{r,s,q} = qr(sr)^*q \]

where \( p, r \text{ and } s \) are pseudopalindromes, and \( q \) is an arbitrary word.

**Proof.** Since \( L \) is a regular language, according to Lemma 3 there exists a constant \( k_L \) such that for any word \( w \in L \) longer than \( k_L \) we have a factorisation \( w = uvz \) with \( 0 < |uv| \leq k_L \) and \( v \neq \epsilon \), such that \( uv^iz \in L \) for any integer \( i \geq 0 \). Note that since \( k_L \) is fixed, the number of words that do not fulfill this property is finite, and given that they are all pseudopalindromes they will be in fact included in the set \( L_p \) of our statement.

The two cases being symmetric, we assume \( |u| \leq |z| \). According to the same Lemma 3, since \( L \) is a pseudopalindromic language, it follows that for any integer \( i \geq 0 \) we have that \( uv^iz \in L \) is a pseudopalindrome, thus, for a factorisation \( z = xu \) with \( x \in \Sigma^* \), we have that \( v^ix \) is a pseudopalindrome. Since \( i \) can be arbitrarily large, there exists an integer \( j \) with \( i > j \geq 0 \) such that \( x = v_1v_j \), where \( v = v_2v_1 \), and \( uv^iz, uv^{i+1}z \in L \). However in this case we also get that \( v \) is a pseudopalindrome, and thus \( v_1 \) and \( v_2 \) are pseudopalindromes as well.

We conclude that our original word \( w \) can be written as \( uv_1(v_2v_1)^{j+1}v \). Following the description of Lemma 3 a similar decomposition exists for all words longer than \( k_L \). Since all parts of the factorisation, \( u, v_1 \text{ and } v_2 \) are shorter than \( k_L \), the existence of finitely many such triplets, and therefore our results, are concluded.

\[ \square \]

4. Iterated Pseudopalindromic Completion

Following our definition of pseudopalindromic completion, without loss of generality, we assume that all languages investigated in the case of iterated completion have only words longer than two (according to Definition 1 no word of length at most two can be extended by our operation, and their number is bounded by the square of the size of the alphabet).
First, the case of pseudopalindromic completion on unary alphabets is not difficult; even for arbitrary unary languages the iterated pseudopalindromic completion is regular:

**Proposition 10.** The class of unary regular languages is closed under pseudopalindromic completion. Furthermore, the iterated pseudopalindromic completion of any unary language is regular.

**Proof.** We know that all unary regular languages are expressed as a finite union of sets of the form \( L = a^k (a^n)^* \) where \( k,n \) are some non-negative integers. Since for unary words to be pseudopalindromes we have \( a = a \), one step pseudopalindromic completion of a word \( a^r \), for some integer \( r > 1 \), gives the language \( \{ a^\ell \mid r < \ell < 2r - 1 \} \). Furthermore, when \( n = 0 \) we have that \( L \) is a singleton and thus its completion is regular.

Let us now consider the case when the size of \( L \) is infinite. Since in this case \( n > 0 \), for any non-negative integer \( m > 2 \), we have \( 2|a^k (a^n)^m| - 2 \geq |a^k (a^n)^{m+1}| \). Therefore, the one step completion of \( L \) consists of the union of a finite set of words together with the set of all words of the form \( a^\ell \), with \( r > k + 2n \), hence it is regular.

For the second statement the conclusion is trivial since the iterated completion of any unary language gives us the regular language described by the regular expression \( a^j a^* \), where \( j > 1 \) denotes the length of the shortest word from the initial language.

Next let us investigate what happens in the singleton languages case.

**Proposition 11.** The class of iterated pseudopalindromic completion of singleton languages is incomparable with the classes of regular and context-free languages.

**Proof.** To show that regular languages are obtained take the word \( a\overline{a}a \). It is not difficult to check that the language obtained is \( \{ a\overline{a}a \} \cup \{ (a\overline{a})^n, (\overline{a}a)^n \mid n \geq 2 \} \). Since all the languages above are regular, so is their union.

To see that we may also get non-regular languages and, in fact, even non-context-free languages, consider the word \( u = a^3 b a^4 b a^3 \) and let \( \theta \) be just the reverse function. Assume that \( w' = x y x^R \in u^\times \) such that \( w \prec w' \) with \( w = x y \in u^{\times i-1} \), for \( i > 0 \). Observe that in this case it must be that \( y \) is either the pseudopalindromic suffix \( a\overline{a} \) or \( y \in (a^3 b (a^4 b)^+ a^3)^* a^3 \). If in all iteration steps up to the \( i \)th, either \( a\overline{a} \) or \( a^3 b (a^4 b)^j a^3 \), with \( j \geq 0 \), is chosen, then \( w' \in a^3 b (a^4 b)^+ a^3 \) and, conversely, the only way to get a word of that form is by
choosing the previously mentioned suffixes. After the first completion step in which the suffix $a^3$ is chosen, the resulting word will be $a^3b(a^4b)^na^3(ba^4)^nba^3$, for some $n > 0$. Furthermore, it is not difficult to see that from here, the only way to get a word in the language $a^3b(a^4b)^+a^3b(a^4b)^+a^3b(a^4b)^+a^3$ after further iterations is to choose as pseudopalindromic suffix $a^3(ba^4)^jba^3$, where $0 \leq j \leq n$. Summing up the above, the language $a^3b(a^4b)^+a^3b(a^4b)^+a^3b(a^4b)^+a^3$ intersected with $u^{x\ast}$ gives the language

$$\{a^3b(a^4b)^n a^3b(a^4b)^m a^3b(a^4b)^n a^3 \mid 0 < n \leq m \leq 2n\},$$

where the relation $n \leq m \leq 2n$ comes from the fact that the resulting word must be a pseudopalindrome with precisely two distinct factors $ba^3b$.

This language is easily shown not to be context-free by applying the well known Bar-Hillel pumping lemma for context-free languages. As the class of context-free languages is closed under intersection with regular languages, we get that $u^{x\ast}$ is not context-free. \hfill $\Box$

The following result represents a generalisation of Proposition 5:

**Proposition 12** (Kari and Mahalingam [18]). Let $u, v \in \Sigma^+$ be words such that $uv = \bar{v}u$. Then $u = x(yx)^n$ and $v = (yx)^m$ for some pseudopalindromes $x, y$ and integers $m \geq 1$ and $n \geq 0$.

**Lemma 13.** If $v$ is a pseudopalindromic prefix or suffix of some other pseudopalindrome $u$, there always exist pseudopalindromes $x \neq \epsilon$ and $y$, such that $u, v \in x(yx)^*$. Moreover, for two pseudopalindromes $u = p_1(q_1p_1)^{i_1}$ and $v = p_2(q_2p_2)^{i_2}$, where $i_1, i_2 > 2$, $|p_1|, |p_2| > 1$ and $2|v| > |u|$, if $v$ is a prefix of $u$, then there exist pseudopalindromes $p, q$, such that $p_j(q_jp_j)^+ \subseteq p(qp)^+$ with $j \in \{1, 2\}$.

**Proof.** For the first part, as a direct consequence of Lemma 8 we have that $u = vx = \bar{x}v$, thus following Proposition 12 the result is available.

For the second statement, according to our assumptions $p_2(q_2p_2)^{i_2} > \frac{|p_1(q_1p_1)^{i_1}|}{2}$. If $|p_2q_2| \geq |p_1q_1|$, then we can apply Theorem 4 and get that $p_1q_1$ and $p_2q_2$ have the same primitive root $r$. If $|p_2q_2| < |p_1q_1|$, then we have two cases. If $|p_2(q_2p_2)^{i_2}| \geq |(p_1q_1)^2|$, then the Fine and Wilf Theorem applies directly giving that $p_1q_1$ and $p_2q_2$ have the same primitive root $r$. From

$$|(p_1q_1)^2| > |p_2(q_2p_2)^{i_2}| > |p_1q_1p_1| + \frac{|q_1|}{2},$$
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either $|p_2q_2| \leq |p_1| + \frac{|q_1|}{2}$, or $|(q_2p_2)^2| > |p_1q_1p_1|$, and hence,

$$|p_2(q_2p_2)^2| \geq |(q_2p_2)^2| + |p_2q_2p_2| > |p_1q_1p_1| + |p_2q_2p_2| > |p_1q_1| + |p_2q_2|.$$ 

In both cases, we apply Theorem 4 to the same end.

Therefore, there exist pseudopalindromes $p, q$, such that $pq$ is primitive, and $p_1 = p(qp)^m$ and $q_1 = q(pq)^n$ for some $m_1, n_1 \geq 0$. Thus $p_1(q_1p_1)^+ \in p(qp)^+$. Since $v \leq_p u$ and both words are pseudopalindromes, $v \leq_s u$ and $u$ ends in $p((qp)^{m_1+n_1+1})^i$. But $u$ also ends in $p_2(q_2p_2)^2$, so by the above argument, $p_2(q_2p_2)^2 \subseteq p(qp)^+$. \hfill \Box

**Proposition 14.** For all words of the form $w = up(qp)^n\overline{u}$, where $p$ and $q$ are pseudopalindromes and $u$ is a suffix of $pq$, there exist pseudopalindromes $p', q'$ such that $w = p'(q'p')^m$, where $n \leq m \leq n + 2$.

*Proof.* We distinguish three distinct cases based on the lengths of $u$ and $q$.

If $|u| \leq \frac{|q|}{2}$, then $q = \overline{w}ux$ for some (possibly empty) pseudopalindrome $x$. Thus, $w$ can be written as $up(\overline{u}xpu) = up\overline{u}(u.x.u\overline{u})$. We assign $p' = up\overline{u}$ and $q' = x$, and we can conclude.

When $\frac{|q|}{2} < |u| \leq |q|$, we have that the prefix $u$ and the suffix $\overline{u}$ overlap in $q$, i.e., $q = xyxyx$ and $u = xyx$, for some pseudopalindromes $x$ and $y$. Thus, $w = xyp(xyxyx)^nyxyx = x(yxpxxy)^n$, and we find that $p' = x$ and $q' = yxpxxy$ satisfy our requirements.

Finally, if $|q| < |u|$, then $u = xq$ for some suffix $x$ of $p$. Thus, $w = xyxp(qp)^nq\overline{x} = xqp(pq)^{n+1}\overline{x}$ with $x$ a suffix of $p$, which brings us back to one of the previous cases (if the latter, the exponent increases by one yet again). \hfill \Box

**Proposition 15.** Let $u_i p_i(q_ip_i)^{k_i}\overline{u_i}$, where $p_i, q_i$ are pseudopalindromes and $k_i > 0$, be a sequence of pseudopalindromes for all $1 \leq i \leq n$ such that

$$u_1p_1(q_1p_1)^{k_1}\overline{u_1} \times u_2p_2(q_2p_2)^{k_2}\overline{u_2} \times \ldots \times u_np_n(q_np_n)^{k_n}\overline{u_n},$$

where $u_1 = u_n$, $p_1 = p_n$ and $q_1 = q_n$. Then there exist pseudopalindromes $p, q$ and positive integers $t_i$ with $1 \leq i \leq n$, such that $u_ip_i(q_ip_i)^{k_i}\overline{u_i} = p(qp)^{t_i}$.

*Proof.* First, we show that there exist pseudopalindromes $p', q'$ and a word $u'$, such that for each $1 \leq i \leq n$, we have $u_ip_i(q_ip_i)^{k_i}\overline{u_i} = u'p'(q'p')^{l_i}\overline{u'}$, for some exponent $l_i$. All words in the sequence are prefixes of $u_np_n(q_np_n)^{k_n}\overline{u_n} = u_ip_i(q_ip_i)^{k_i}\overline{u_i}$, hence each can be written as $u_ip_i(q_ip_i)^{k_i}\overline{u_i} = u_ip_i(q_ip_i)^{k_i}x_i$, for an exponent $l_i \geq k_1$ and a proper prefix $x_i$ of $q_ip_i$ or of $u_i$. 

11
Now, if $p_1q_1$ is primitive and the length of $x_i$ is smaller than that of $u_1$, since $u_1p_1(q_1p_1)^i x_i = \overline{x_i p_1(q_1p_1)^i}$, by synchronisation we get a contradiction ($p_1q_1p_1$ will overlap with $p_1q_1$ with no exact matching). Otherwise, set $u' = u_1$, $p' = p_1$ and $q' = q_1$ and we are done.

If $p_1q_1$ is not primitive, then there exist pseudopalindromes $p', q'$ with $p'q'$ primitive, such that $p_1 \in p'(q'p')^*$ and $q_1 \in q'(p'q')^*$. Furthermore, $u_1 = u'(p'q')^k$, for some $k \geq 0$. However, by the previous argument, again all words in the sequence can be written as $u'p'(q'p')^k \overline{w'}$.

The second step is to apply for the words in the sequence the same decompositions as in the proof of Proposition 14, i.e.,

- if $|u'| \leq \frac{|q'|}{2}$, then $q' = \overline{x} xu'$ for some (possibly empty) pseudopalindrome $x$, and we set $p = u'p'\overline{x}$ and $q = x$;
- if $\frac{|q'|}{2} < |u'| \leq |q'|$, we have that the prefix $u'$ and the suffix $\overline{w'}$ overlap in $q'$, i.e., $q' = xyxyx$ for some pseudopalindromes $x$ and $y$, where $u' = xyx$, and we set $p = x$ and $q = yxp'xy$;
- if $|q| < |u|$ it follows that $u = xq$ for some suffix $x$ of $p'$, and this brings us back to one of the previous cases.

The obtained words $p'$ and $q'$ satisfy the requirements of our statement. □

**Proposition 16.** Take the words $p, q, u \in \Sigma^*$ with $p, q$ pseudopalindromes. If all pseudopalindromic prefixes of $upqp\overline{u}$ are trivial, then for any integer $i \geq 0$ so are those of $up(qp)^i\overline{u}$.

**Proof.** First, assume that $v$ is the shortest pseudopalindromic prefix of some word $up(qp)^k\overline{u}$, where $k \geq 0$. Since $v$ is not a prefix of $upqp\overline{u}$, the length of $up$ is less than the length of $v$, hence, we have $v = up(qp)^j x$, for some integer $j$ with $0 \leq j \leq k$ and a word $x$ which is either a prefix of $qp$ or of $\overline{u}$.

If $x$ is a prefix of $\overline{u}$, then $\overline{x} p(qp)^k x$ is a pseudopalindromic suffix (thus prefix) shorter than $v$ itself. Therefore, for the remaining cases we can always consider that we have $1 < j < k$.

If $x$ is a prefix of $q$, then $\overline{x}$ is a suffix of $q$. Hence, the last occurrence of $p$ in $v$ is preceded by $\overline{x}$ and followed by $x$, and we have that $\overline{x} px$ is a pseudopalindromic prefix of $v$, and, therefore, $v$ is not the shortest.

If $x$ is a prefix of $qp$ but not of $q$, then $x = qx'$ and $\overline{x} (qp)^i qx'$ is a pseudopalindromic suffix, hence, prefix of $v$, contradicting our assumption. This concludes our result. □
Since any pseudopalindromic prefix of $up(qp)^i \overline{u}$ would either have length at most $upqp\overline{u}$ or will have this pseudopalindrome as a prefix or as a suffix, we have the following remark:

**Remark 1.** If $up(qp)^i \overline{u}$, for some integer $i > 0$, does not have any pseudopalindromic prefixes, then $upqp\overline{u}$ does not have any, either.

**Theorem 17.** The iterated pseudopalindromic completion of a word $w$ is regular if and only if $w$ has either only pseudopalindromic prefixes or only pseudopalindromic suffixes, or for all words $w' \in w^{\times_1}$ there exist the unique pseudopalindromes $p$ and $q$ with $|p| \geq 2$, such that:

- $w' \in p(qp)^+$
- $w'$ has no pseudopalindromic prefixes except for the words in $p(qp)^*$.

**Proof.** Due to Lemma 7, for $w^{\times_1}$ we need only consider the finite union of all one sided iterated pseudopalindromic completion of words $w' \in w^{\times_1}$.

For the first direction the result is easily obtained, since at each completion step from some word of form $p(qp)^n$ with $n \geq 1$ we get all words $p(qp)^{n+1}, p(qp)^{n+2}, \ldots, p(qp)^{2n}$, for $n \geq 1$. Thus, the final result is a finite union of regular languages, and the result follows.

Now assume that the iterated pseudopalindromic completion $w^{\times_1}$, of some word $w$, is regular. The case when $w$ has either only pseudopalindromic prefixes or only pseudopalindromic suffixes is trivial since in this case only one step of palindromic completion is possible. For the second case, following Theorem 9, $w^{\times_1}$ is the union of some finite language $\{p \mid p$ pseudopalindrome} and some finite union of languages $\{qr(sr)^* \overline{q} \mid r, s \in \Sigma^* \text{ pseudopalindromes}\}$.

First we note that if $w^{\times_1} w'$ such that $w'$ has no pseudopalindromic prefixes or suffixes, then according to Lemma 6, $w' \in w^{\times_1}$ and therefore $w^{\times_1} = w^{\times_1}$ is itself finite. Hence, we neglect the case of the finite language $\{p \mid p$ pseudopalindrome} and consider the case when $w^{\times_1}$ is the finite union of languages of form $\{qr(sr)^* \overline{q} \mid q, r, s \in \Sigma^* \text{ and } r, s \text{ pseudopalindromes}\}$.

With the help of the pigeon hole principle for a variable $q$, big enough integer $k_1$ and positive integer $i_1$, we have that $qr(sr)^{k_1} \overline{q} \subset u(vu)^*$. Moreover, from Proposition 15, also all words obtained in the intermediate pseudopalindromic completion steps are in the language $qr(sr)^* \overline{q}$, hence, in $u(vu)^+$. 
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Therefore, we now know that there exist at most finitely many pairs of pseudopalindromes $u, v$, such that $w' \in u(vu)^+$. Assume there exist $n$ pairs of pseudopalindromes $(u_i, v_i)$ such that $w' \in u_i(v_iu_i)^+$ with $u_i \neq u_j$ and $|u_i| \geq 2$ for $1 \leq i, j \leq n$, where $i \neq j$. If $|u_1v_1| = |u_2v_2|$, then $|u_1| = |u_2|$ and since they are suffixes of the same word, $u_1 = u_2$ and, hence, $v_1 = v_2$, which is a contradiction. Hence, without loss of generality, we may assume $|u_1v_1| > |u_2v_2|$. In this case, $u_2v_2u_2$ is a pseudopalindromic prefix of $u_1v_1u_1$, and according to Lemma 13 we have $u_1v_1u_1, u_2v_2u_2 \in x_1(y_1x_1)^+$ for some pseudopalindromes $x_1$ and $y_1$. Repeating the argument for all the pairs $(x_i, y_i)$ and $(u_i+2, v_i+2)$, we conclude the proof.

Next we consider what happens in the case of regular languages. We already know that the one step pseudopalindromic completion of a regular language is not necessarily regular. We have also seen that the iterated pseudopalindromic completion of a word may result in a non-context-free language. The following result is immediate:

**Corollary 18.** The iterated pseudopalindromic completion of a regular language is not necessarily context-free.

By [12, Lemma 3] the following is straightforward:

**Lemma 19.** A pseudopalindrome $w$ has period $p < |w|$ if and only if it has a pseudopalindromic prefix of length $|w| - p$.

**Proof.** If $u$ is a pseudopalindromic prefix of $w$, then it must be that $u$ is also a suffix of $w$, and, as a result, $|w| - |u|$ is a period of the whole word.

In the same manner, whenever $p$ is a period of $w$, we can write $w = u^k u'$ for some integer $k \geq 1$, where $|u| = p$ and $u'$ is a prefix of $u$. However, since $w$ is a pseudopalindrome, it follows that also $\overline{u'}$ is a prefix of $u$, thus $u'$ is a pseudopalindrome. But, following the same argument, since $w$ is a pseudopalindrome we get that $u''$ is also a pseudopalindrome, where $u = u'u''$. Therefore $(u'u'')^{k-1}u'$ with length $|w| - p$ is a pseudopalindromic prefix of $w$, and we conclude. 

First we make the following observation:

**Lemma 20.** Let $L \subseteq up(qp)^*q'$ be a regular language, for some word $u$, pseudopalindromes $p, q$ with $qp \neq \epsilon$ and word $q'$ that is a prefix of either $\overline{p}$ or of $qp\overline{p}$ such that each word in $L$ may only have pseudopalindromic prefixes of the form $p(qp)^i$, for some integer $i \geq 0$. Then $L^{\ast \ast}$ is regular if $L^{\ast \ast} \setminus L \subseteq up(qp)^*\overline{p} \cup V$ for some finite language of pseudopalindromes $V$.  
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Proof. The language $V$ contains only a finite number of pseudopalindromes that are obtained from sparse words in $L$, and thus it is regular. Let us assume that $L'' = L^{\star \star} \setminus L \subseteq up(qp)^{\star} \overline{a}$.

We first look at the right completion of the elements of $L$, which are all in the set $L''$. We can get the length of any pseudopalindromic suffix $v$, by which we can complete a word from $L$, from the equation $|v| = 2|u| + (k + 1)|p| + k|q| - 2|u| - 2|x|$, where $xv = p(qp)\ell q'$, for some integers $k, \ell \geq 0$ and word $x \in \Sigma^\star$. Therefore,

$$|x| + |v| = (\ell + 1)|p| + \ell|q| + |q'|,$$

and from the two equations we get that

$$|x| + (k + 1)|p| + k|q| - 2|x| = (\ell + 1)|p| + \ell|q| + |q'|.$$

It follows that

$$|x| + |q'| = (k - \ell)(|p| + |q|).$$

Now (1) and (2) give us that

$$|v| = (2\ell - k + 1)|p| + (2\ell - k)|q| + 2|q'| \quad \text{and} \quad v = \overline{q}p(qp)^{2\ell - k}q'.$$

However, from here we know that any suffix of the form $\overline{q}p(qp)^{\star}q'$ is a pseudopalindrome, hence

$$\{up(qp)^nq'\}^{\star 1} \subseteq \{up(qp)^n\overline{a} \mid n \leq m \leq 2n\},$$

if $up(qp)^nq'$ does not have pseudopalindromic prefixes. Since for any regular language $K$ there is a constant $N_K$, such that the difference between the lengths of two consecutive words is smaller than $N_K$, we get that there is a constant $N'$ such that $L^{\star \star} = R \cup \{up(qp)^n\overline{a} \mid n \geq N'\}$, where $R$ is a finite language, so $L^{\star \star}$ is regular.

Now suppose the word $up(qp)^nq' \in L$ had some pseudopalindromic prefix $v$, so it is of the form $vx$, for some word $x$. We know that $\overline{a}vx$ has to be in $up(qp)^{\star}a$, therefore $vx$ is of the form $\overline{q}(pq)^n\overline{a}$, and we can employ the same length argument as above. Moreover, we have that

$$up(qp)^nq' = \overline{q}(pq)^n\overline{a},$$

is itself a pseudopalindrome. In this case, however, since the word can be completed in both directions and all its pseudopalindromic prefixes and suffixes are of the form $p(qp)^i$ with $i \geq 0$, the iterated completion of each word $w$ will be an infinite regular language $\{p(qp)^m \mid m \geq N_w\}$, where $N_w$ is a number which depends on the length of the word. Clearly then, there exists some number $N' = \min_{w \in L} N_w$, such that $L^{\star \star} = \{p(qp)^m \mid m \geq N'\}$. \hfill \Box
We are now ready to state one of the main results of this work:

**Theorem 21.** For a regular language \( L \), its iterated pseudopalindromic completion \( L^{\ast \ast} \) is regular if and only if \( L \) can be written as the union of disjoint regular languages \( L' \), \( L'' \), and \( L''' \), where

- \( L'' = \{ w \in L \mid w^{\leq 1} = w^{\ast \ast} \} \) and the completion of every word in \( L'' \) is a subset of a finite union of languages of the form \( up(qp)^{\ast} \pi \), where \( upqp \pi \) has no pseudopalindromic prefixes and \( p, q \) are pseudopalindromes;
- \( L''' = \{ w \in L \mid w^{\ast \ast} \setminus (w^{\leq 1}) \neq \emptyset \} \) and, for an integer \( m \geq 0 \) depending on \( L \) and pseudopalindromes \( p_i, q_i \) such that \( p_i q_i \) have only one pseudopalindromic prefix and only one pseudopalindromic suffix, the completion of every word in \( L''' \) is a subset of \( \bigcup_{i=1}^{m} p_i(q_i p_i)^{+} \);
- \( L' = L^{\leq 1} = L \setminus (L'' \cup L''') \).

**Proof.** We start by first making the observation that the words in \( L'' \) and \( L''' \) are prefixes (suffixes) of length at least \( |up| + \lceil \frac{|q|}{2} \rceil + 1 \) and \( |p| + \lceil \frac{|q|}{2} \rceil + 1 \) long, respectively, because the shorter ones do not have a completion of the desired form or do not extend beyond one step completion when \( pq \) (and \( p_i q_i \), respectively) is primitive. This does not make a difference for the characterisation, but only in the decision process.

For the first direction, we consider \( L^{\ast \ast} \) to be regular. Clearly, any language \( L \subseteq \Sigma^{*} \) can be written as a union of three disjoint languages where: one of them \( (L'') \) has all the words which have either only pseudopalindromic prefixes or only suffixes and whose completion are subsets of a finite union of languages of the form \( up(qp)^{\ast} \pi \), where \( upqp \pi \) has no pseudopalindromic prefixes and \( p, q \) are pseudopalindromes; another one \( (L''') \) contains all the words which can be extended in both directions by pseudopalindromic completion such that all of their completions (one step completion is in fact enough according to Proposition 16 and Remark 1) are, for an integer \( m \geq 0 \) depending on \( L \) and pseudopalindromes \( p_i, q_i \) such that \( p_i q_i \) have only one pseudopalindromic prefix and only one pseudopalindromic suffix, a subset of \( \bigcup_{i=1}^{m} p_i(q_i p_i)^{+} \); and the third one \( (L') \) contains the words which have neither pseudopalindromic prefixes nor suffixes, or their completion is already in \( L \), and they are not part of any of the two aforementioned languages.

Since \( L^{\ast \ast} \) is regular, \( L^{\ast \ast} \setminus L \) is a regular language as well. Moreover, \( L^{\ast \ast} \setminus L \) is a pseudopalindromic language, since all of its words are the result of pseudopalindromic completion. From Theorem 9 it follows that there
exists a finite set of words \( x_i, r_i, s_i \), where \( i \in \{1, 2, \ldots, n\} \) and \( r_i, s_i \) are pseudopalindromes, such that the words in \( L_{x_i}^{\times} \setminus L \) are elements of \( x_i r_i (s_i r_i)^* \overline{s_i} \) with \( 1 \leq i \leq n \).

First we identify the language \( L'' \). For each \( j \), using once more the pigeon hole principle, there exist big enough integers \( k_1 \) and \( k_2 \) with \( k_1 < k_2 \) and

\[
x_j r_j (s_j r_j)^{k_1} \overline{x_j} \preceq^* x_j r_j (s_j r_j)^{k_2} \overline{x_j},
\]

or, for some \( i \neq j \) and \( k_j \) we have

\[
x_j r_j (s_j r_j)^{k_j} \overline{x_j} \preceq^* x_i r_i (s_i r_i)^{k_1} \overline{x_i} \preceq^* x_i r_i (s_i r_i)^{k_2} \overline{x_i}.
\]

In the first case we apply Proposition 15 and get that there exist pseudopalindromes \( p \neq \epsilon \) and \( q \) such that \( x_j r_j (s_j r_j)^{k_j} \overline{x_j} \in p(q)^+ \) for \( i \in \{1, 2\} \), and all intermediary words \( x_j r_j (s_j r_j)^{k_j} \overline{x_j} \) are also in \( p(q)^+ \). In the second case we can apply Proposition 15 to the second relation. Then by Lemma 13 and Proposition 15 we get that all three words are in \( p(q)^+ \) for some suitable \( p, q \). Furthermore, \( pq \) has no pseudopalindromic prefixes except for \( p \) and no pseudopalindromic suffixes except for \( q \), since otherwise by Theorem 17 its iterated completion leads to non-regular languages. After finding these finitely many (say, \( m \)) pairs \( p_k, q_k \), the language of all prefixes of \( \bigcup_{k=1}^m p_k(q_k p_k)^+ \) is a regular language, hence, its intersection with \( L \) is also regular.

At this point we have that \( L_{\text{diff}}^{\times} \setminus L_{\text{diff}}^{\times*} = L_{\text{diff}}^{\times*} \cup L_{\text{diff}}^{\times*} \) is regular, and, therefore \( L_{\text{diff}} = (L_{\text{diff}}^{\times} \cup L_{\text{diff}}^{\times*}) \setminus L \subset L_{\text{diff}}^{\times*} \) is also a pseudopalindromic regular language. Again, from Theorem 9 we know that \( L_{\text{diff}} \) can be written as a finite union of languages of the form \( up(qp)^* \overline{p} \). Clearly then, all words in \( L'' \) are prefixes of some word in \( up(qp)^* \overline{p} \). Since by definition \( L_{\text{diff}}^{\times*} = L_{\text{diff}}^{\times*} \), we know that the words in \( up(qp)^* \overline{p} \cap L_{\text{diff}} \) have no pseudopalindromic prefixes. Thus, following Remark 1 and using the fact that we can choose long enough words, we obtain that \( upqp \overline{p} \) does not have any pseudopalindromic prefixes either. Let \( L'' \) be the finite union of the languages \( \text{Pref}(up(qp)^+) \cap L \), where \( \text{Pref}(A) \) is the language of all prefixes of \( A \). This way, \( L'' \) is regular and since from it we obtain \( L_{\text{diff}} \) by pseudopalindromic completion, it meets the requirements. All that is left is to assign \( L' = (L \setminus L'') \setminus L'' \), which is regular and all its words either have only trivial pseudopalindromic prefixes or suffixes, or their pseudopalindromic completion is already in \( L \).

Finally, let us consider that each of the three languages is regular, and prove that the iterated closure of the language \( L \) is also regular. First observe
that $L^{\#} = L'$ is regular according to the hypothesis. Similarly, using the result of Lemma 20, we get that both $L'^{\#\#}$ and $L'^{\#\#\#}$ are also regular.

We conclude that $L^{\#\#\#}$ is regular, as it is a union of regular languages. □

To see that the conditions imposed on the one step completion of the words in the languages $L''$ and $L'''$ are justified, consider for example the word $w = abaacaa$. Then $w \not\in \{abaacaba, abaaacaacaaba, aacaabaacaa\}$. As it can be seen the first of these words has a decomposition in terms of the pseudopalindromes $p = aba$ and $q = aca$, while the second has a decomposition in terms of $p = aba$ and $q = acaca$. Furthermore, the last of these words can be decomposed in terms of $p = aacaa$ and $q = b$ with $pq$ having both $aa$ and $p$ as pseudopalindromic prefixes. Thus, according to Theorem 17, its iterated completion is not a regular language. Since this can take place for every word in the infinite regular language $(abaaca)^*a$, our statement justifies the conditions imposed on $L'''$. Similarly, for $L''$ one could consider, for some $u \in \Sigma^+$, the word $uabaacaa$ and reach the same conclusion.

Furthermore, the definition of $L'$ is also necessary in this form, as if a word $w$ has its completion of the form $up(qp)^*\overline{u}$ but is in $L$, according to our definitions, then this word should be included in $L'$.

As a consequence of Theorems 9 and 21, the following result is obtained:

**Corollary 22.** If for some regular language $L$ we have that $L^{\#\#\#}$ is regular, then for any integer $n \geq 1$ we have that $L^{\#\#\#\#\#\#}$ are also regular. Moreover, the languages $L^{\#\#\#\#\#\#}$ are regular as well.

In other words, when from a regular language we get a regular iterated pseudopalindromic completion language, all intermediate pseudopalindromic completion languages are regular.

5. Decidability questions

We conclude this paper with some algorithmic results which build on the previously obtained language theoretic characterisations. We begin with a series of preliminary remarks and results.

First, we provide some basic information on the computational model we use: the unit-cost RAM (Random Access Machine) with logarithmic word size. In this model (which is generally used in the analysis of algorithms) we assume that each memory cell can store $\mathcal{O}(\log n)$ bits, or, in other words, that the machine word size is $\mathcal{O}(\log n)$. The instructions are executed one
after another, with no concurrent operations. The model contains common instructions: arithmetic (add, subtract, multiply, divide, remainder, shifts and bitwise operations, etc.), data movement (indirect addressing, load the content of a memory cell, store a number in a memory cell, copy the content of a memory cell to another), and control (conditional and unconditional branch, subroutine call and return). Each such instruction takes a constant amount of time. We point out that testing the equality of two numbers is also assumed to take a constant amount of time. Basically, this model allows us to measure the number of instructions executed in an algorithm, making abstraction of the time spent to execute each of the basic instructions.

In the upcoming algorithmic problems, we assume that the words we process are sequences of integers (called letters, for simplicity), each integer fitting in a single memory-word. Therefore, testing the equality of two letters is done in constant time, according to the definition of our computational model, given above. This is a common assumption in algorithmics on words (see, e.g., the discussion of Kärkkäinen et al in [20]).

We also recall basic facts about the data structures we use. For a word $w$, with $|w| = n$, over $\Sigma \subseteq \{1, 2, \ldots, n\}$ we can build in linear time a suffix array structure as well as data structures allowing us to retrieve in constant time the length of the longest common prefix of any two suffixes $w[i..n]$ and $w[j..n]$ of $w$, denoted $LCP_w(i, j)$. These structures are called $LCP$ data structures in the following. For details, see, e.g., [20, 21].

Remark 2. 1. A number $p$ is a period of $w$ if and only if $LCP_w(1, p + 1) = |w| - p$. There exists a factorisation $w = x^k$ with $x$ a prefix of $w$ if and only if $|x|$ is a period of $w$ and $|w| = k|x|$. Thus, once $LCP$ data structures are constructed for $w$, testing whether a number $p$ is a period of $w$, as well as testing whether $w$ is a power of a prefix $w[1..i]$, can be done in constant time. 2. For a prefix $x$ of $w$, one can compute in constant time the maximal value $k \geq 1$ such that $x^k$ is a prefix of $w$. Indeed, $k = 1 + \left\lfloor \frac{LCP_w(1, 1 + |x|)}{|x|} \right\rfloor$.

5.1. Membership problems

We start this part of our investigation with the observation that while in the classical hairpin completion case the extension of a word is both to the right and the left of the word, here, by Lemma 7, the two extensions are identical for pseudopalindromes, hence, for all words starting with the second step of the derivation, therefore making the problem simpler.
The membership problem for the one step pseudopalindromic completion of a word is trivial as one has to check for the shorter word if it is a prefix while its $\theta$ image is a suffix of the longer one, or vice-versa, and these two occurrences overlap. Obviously, the time needed for this is linear. A more interesting problem is the membership problem for the iterated pseudopalindromic completion. While the problem is obviously decidable, the naive approach leads to a quadratic-time algorithm. We show that in this setting it is still solvable in linear time.

**Lemma 23.** If $u$ is a pseudopalindromic prefix of another pseudopalindrome $v$ such that $|u| > \lceil |v|/2 \rceil$, then $u \preceq v$.

**Proof.** For words $v$ with length at most 7, the result is easy to check. Thus assume that $|v| > 7$. Hence, it must be that $|u| > 5$. Since $u$ is a pseudopalindromic prefix and suffix of $v$, and $|u| > \lceil |v|/2 \rceil$ there exists a factorisation of it $u = xy\bar{x}$ for some $x, y \in \Sigma^*$ such that $v = xy\bar{x}yx$ and $|x| > 1$. But $v$ is a pseudopalindrome itself, thus $x = \bar{x}$ and $y = \bar{y}$. We conclude that $u = xyx$ and $v = xyxyx$ and the result follows, since both $x$ and $y$ are pseudopalindromes.

With the following result we show that for two pseudopalindromes $u$ and $v$, we say that $v$ can be obtained from $u$ if and only if $u$ is a prefix of $v$ and all pseudopalindromic prefixes of $v$ greater than $u$ have as prefix some other pseudopalindrome of length greater than half theirs.

**Proposition 24.** For two pseudopalindromes $u, v$, we have $u \preceq^* v$ if and only if $u$ is a prefix of $v$ with $|u| > 2$ and every prefix $w$ of $v$ with length greater than $2(|u| - 1)$ has a pseudopalindromic prefix of length greater than $\lceil |w|/2 \rceil$.

**Proof.** Note that the condition that $|u| > 2$ is necessary such that the pseudopalindromic completion operation can be applied on the word $u$.

The case when $u \preceq^* v$ is quite obvious. Since we start with the pseudopalindrome $u$, we always have after a completion step $u$ as both prefix and suffix. Moreover, after each step the pseudopalindrome on which we do the completion is both a prefix and a suffix of the new word, and the two occurrences overlap.

Now let us consider the other direction. In order for $v$ to be part of the iterated pseudopalindromic completion of a word it must be that the second of the properties holds. Taking into account that $v$ starts with $u$ and that the second property holds, with the help of Lemma 23 we get that $v$ is in the language given by the iterated pseudopalindromic completion of $u$.  
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Lemma 25. For a word $v$, one can identify in time $O(|v|)$ all its pseudopalindromic prefixes.

Proof. We first construct in linear time $LCP$ data structures for the word $w = v\bar{v}$. Further, we compare for each $i \leq |v|$ the words $w[1..2|v|]$ and $w[i + |v|..2|v|]$, and establish that $v[1..|v| - i + 1]$ is a pseudopalindrome if and only if the length of the longest common prefix of the two compared words is at least $|v| - i + 1$.

The previous three technical results lead to the aforementioned linear algorithm.

Theorem 26. One can decide in linear time if for two words $u$ and $v$, where $v$ is a pseudopalindrome of length $n$ greater than $|u|$, we have $u \preceq^* v$.

Proof. By Proposition 24, it suffices to check two things: if $u$ or $\bar{u}$ is a prefix of $v$, while its counterpart a suffix, which is done in linear time, and then whether all pseudopalindromic prefixes of $v$ of length greater than $|u|$, have as prefix a pseudopalindrome of length more than half of theirs plus one.

By Lemma 25, we identify in time $O(|v|)$ the set of pseudopalindromic prefixes of $v$. Next, looking at the lengths of all elements in this set, we need to check that the difference between no two consecutive increasing ones is greater than double the smallest of them; again linear time is enough to do this, and the conclusion follows.

Using a strategy similar to the previous proof together with the result of Lemma 25, one can efficiently compute the pseudopalindromic completion distance between two given words $u$ and $v$. We start with the longest element of $u^{\preceq_1}$, and in each step choose $v$’s longest pseudopalindromic prefix which is shorter than twice the length of the current one minus one. The greedy technique can be proved to be optimal by Proposition 24, while Lemma 23 proves the correctness of each step. Therefore, we proved:

Theorem 27. Given a word $u$ and a pseudopalindrome $v$ of length $n$ greater than $|u|$, one can compute in linear time the minimum number of pseudopalindromic completion iterations needed in order to get from $u$ to $v$, when possible.

The following is a more general result related to Theorem 26. In what follows, a deterministic finite automaton (DFA) is defined by a quintuple $A = \langle Q, \Sigma, q_0, \sigma, F \rangle$, where $Q$ is the set of states out of which $q_0$ is the
initial one, $\Sigma$ the input alphabet, $\sigma : Q \times \Sigma \to Q$ the transition function, and $F$ the set of final states. To define the computation of a DFA $A$ on a word $w$ the function $\sigma$ is extended to work on arguments from $Q \times \Sigma^*$ as follows: $\sigma(q, \epsilon) = q$ and $\sigma(q, wa) = \sigma(\sigma(q, w), a)$ for $q \in Q$, $w \in \Sigma^*$ and $a \in \Sigma$. A word $w$ is accepted by $A$ if and only if $\sigma(q_0, w) \in F$. Recall that the class of languages accepted by DFAs is exactly the class of regular languages. For details on finite automata and closure properties, see the book of Harrison [16].

**Theorem 28.** Given a word $w$ of length $n$ and a regular language $L$ accepted by a DFA with $q$ states, one can decide in $O(\max(n, q))$ if $w \in L^\ast$.

**Proof.** Obviously, if $w \in L$, then we answer YES, otherwise we move on. Next we check if $w$ is a pseudopalindrome. If the answer is NO, then we answer negatively to the question.

Now we know that in time $O(n)$ we can find all pseudopalindromic prefixes of $w$. We construct a vector $ok$ of length $n$ with $ok[i] = 1$ whenever $w[1..i]$ is pseudopalindrome and $ok[i] = 0$ otherwise, for all $0 < i \leq n$.

Next, we feed the word to the automaton and for each integer $i$ with $w[1..i] \in L$ we make $ok[i] = 2$. At this point our vector $ok$ has on position $i$ a 2 if $w[1..i]$ is a prefix of $w$ accepted by the automaton and a 1 if $w[1..i]$ is a pseudopalindrome.

Finally, we set $j = n$ and start traversing the vector $ok$ downwards. If there exists $i > j/2 - 1$ and $ok[i] > 1$, then we answer YES as a direct consequence of Lemma 23 and Proposition 24. Otherwise, if there exists $i > j/2 - 1$ and $ok[i] = 1$, then we update $j = i$ and continue with the next $i$. The answer is negative when the entire vector has been traversed without providing YES as an answer.

5.2. Regularity problems

Further, we focus on problems in which we are required to decide whether the iterated pseudopalindromic completion of a certain set is regular or not.

**Theorem 29.** For some word $w$ of length $n$, one can decide in $O(n)$ whether its iterated pseudopalindromic completion $w^\ast$ is regular.

**Proof.** According to Theorem 17, the iterated pseudopalindromic completion of $w$ is regular if and only if $w$ has either only pseudopalindromic prefixes or only pseudopalindromic suffixes, or there exist the pseudopalindromes $p$ and
such that any word \( w' \) obtained within a one completion step from \( w \) is in the language \( p(qp)^+ \) and all the pseudopalindromic prefixes of \( w' \) are also in the language \( p(qp)^* \).

Following Lemma 25 we can compute in linear time all the pseudopalindromic prefixes of \( w \). Applying the same result for the mirror image of \( w \), we can compute, also in linear time, all the pseudopalindromic suffixes of \( w \). Note that in this process we computed \( LCP \) data structures for the word \( w \).

In the case when \( w \) has only pseudopalindromic prefixes or only pseudopalindromic suffixes we can already conclude that the iterated pseudopalindromic completion of \( w \) is regular. Therefore, let us assume in the following that \( w \) has at least one pseudopalindromic prefix, as well as at least one pseudopalindromic suffix.

We will only present the case when there exist the pseudopalindromes \( p \) and \( q \) such that any word \( w' \) that can be obtained in one right completion step from \( w \) is in the language \( p(qp)^+ \) and all the pseudopalindromic prefixes of \( w' \) are also in \( p(qp)^* \). Exactly the same ideas (in a sense, the arguments applied are mirrored) can be used to test whether any word \( w' \) that can be obtained in one left completion step from \( w \) is in the language \( p(qp)^+ \) and all the pseudopalindromic prefixes of \( w' \) are also in \( p(qp)^* \).

Next, we show how these properties can be checked in linear time.

A very simple observation is that, in fact, if the iterated completion of \( w \) is regular, then the shortest pseudopalindromic prefix of \( w \) is the word \( p \), whose existence is stated in Theorem 17, while the second shortest pseudopalindromic prefix of \( w \) is the word \( pqp \). Nevertheless, \( w \) should have the form \( w = p(qp)^k x \), where \( x \) is a prefix of \( qp \). Using \( LCP \) queries we can check in constant time whether \( p \) and \( q \) can be correctly computed; that is, once \( p \) found, we know that the second largest pseudopalindrome ends with \( p \), so we just check whether its length is at least \( 2|p| \), and identify its middle part as \( q \). Moreover, we check whether \( w \) has the desired form, which is equivalent to checking (in constant time, by Remark 2), whether \( w[1+|p|..n] \) has the period \( |qp| \). If one of these checks fails, the completion of \( w \) is not regular. Let us assume that they were both true.

Thus, we located an occurrence of \( p \) and an occurrence of \( q \) in the word \( w \) in constant time, once the pseudopalindromic prefixes of \( w \) were computed. Now we can easily check whether all the pseudopalindromic prefixes of \( w \) are of the form \( p(qp)^* \), which can be done by just checking whether the length difference between two consecutive such pseudopalindromes is \(|p|+|q|\). Assume, again, that this holds, so the only thing left to do is to check under
which conditions for any pseudopalindromic suffix $v$ of $w$ which allows for a completion, the resulting word $w'$ is in $p(qp)^+$. There are three cases to consider depending on the length of $x$ with respect to $|qp|$. If $|x| = |qp|$ or $x = \epsilon$, then we are done since the pseudopalindromic suffixes will be the same as the prefixes, hence all belong to $p(qp)^+$. In the case $|x| < |q|$, note that for the resulting word to be of length $|p| + i|qp|$, for some integer $i$ with $2k > i \geq k$, we need to have $2(|p| + k|qp| + |x|) = |v| + |p| + i|qp|$. From here, we get $|v| = 2|x| + |p| + 2k - i|qp|$. Since, we have the list of pseudopalindromic suffixes of $w$, for each $v$ from this list we can check in constant time whether $|v| = 2|x| + |p| + i|qp|$. From here, we get $|v| = 2|x| + |p| + i|qp|$. Since, we have the list of pseudopalindromic suffixes of $w$, for each $v$ from this list we can check in constant time whether $|v| = 2|x| + |p| + i|qp|$. If this is true for all pseudopalindromic suffixes, then the iterated completion of $w$ is regular, otherwise it is not. Finally, if $|q| \leq |x| < |qp|$, then $x = qx'$, such that $0 \leq |x'| < |p|$. Just as above, the pseudopalindromic completion will be in $p(qp)^+$ if and only if $|v| = 2|x'| + |q| + \ell|qp|$, for some positive integer $\ell$, a condition which can be again checked in constant time for each pseudopalindromic suffix.

This concludes our proof. \qed

In the following results we are no longer concerned with computational complexity issues, switching our focus to showing that several problems are decidable. We assume in all the following statements that the given language $L$ is presented to us as a DFA $<Q, \Sigma, q_0, \sigma, F>$. Theorem 30. Given a regular language $L$, one can decide whether $L = L^{x*}$. Proof. In order to prove that $L \neq L^{x*}$, we need to show that there exists some non-empty word $u$ and pseudopalindrome $p$ of length at least two, such that $up \in L$ and $up\overline{u} \notin L$. Let us suppose that $u$ is the shortest such word. We show that, should $u$ exist we can find it after finitely many steps. Let $L_{ul}$ denote the language $\{w \mid \sigma(q_0, w) = \sigma(q_0, u)\}$. Define $F_u$ as the set of final states which we can reach by a pseudopalindrome after first reading $u$, that is,

$$F_u = \{q \in F \mid \text{exists a pseudopalindrome } w \text{ with } \sigma(q_0, uw) = q\}$$

and the language accepted starting from one of these states

$$L_{ur} = \{v \mid \text{exist } p \in F_u \text{ and } q \in F \text{ with } \sigma(p, v) = q\}.$$ Then, $u$ is the shortest word in $L_{ul} \setminus L_{ur}^\theta = L_{ul} \cap (\Sigma^* \setminus L_{ur}^\theta)$, where $L_{ur}^\theta = \{v \mid v \in L\}$ is the $\theta$ image of $L$. Note that the languages $L_{ul}$ and $L_{ur}$
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depend only on the state to which our supposed \( u \) takes the automaton, hence all possibilities can be accounted for by only considering all the states of the automaton. The sets \( F_u \) and \( L_{ur} \) are used to obtain a length bound on the candidate for \( u \), therefore they do not need to be effectively constructed, although such a construction is possible. The number of the states of the automaton \( L_{ul} \setminus L_{ur}^\theta \) is unfortunately quite high, and, hence so is the length up to which we have to check all words whether they might be equal to \( u \):

- the automaton accepting \( L_{ul} \) has at most \( n \) states;
- for \( L_{ur} \) we have an NFA of at most \( n \) states;
- reversal and determinisation of the automaton accepting \( L_{ur}^\theta \) takes it up to at most \( 2n^{n+1} \) states (see the work of HOLZER and KUTRIB [22]);
- \( L_{ul} \cap (\Sigma^* \setminus L_{ur}^\theta) \) results in an automaton with at most \( n2^{n+1} \) states, giving us that the shortest word accepted by it is at most as long as the number of states.

Therefore, for all words \( u \) with length \( |u| \leq n2^{n+1} \), we have to check whether ((\( u \cdot \mathcal{PPal} \cap L \)) \( \bar{u} \setminus L = \emptyset \). If for at least one word the set is not empty, we answer NO, otherwise YES.

The decision procedure for each word \( u \) involves effective constructions of finite and pushdown automata, and emptiness check of a context-free language. Since \( u \cdot \mathcal{PPal} \) is a linear language (hence context-free), a pushdown automaton accepting its intersection with the regular language \( L \) can be constructed. Concatenation with \( \bar{u} \) and intersection with the complement of \( L \) still results in a context-free language, hence can be effectively tested for emptiness. For details on these well established methods we refer the reader to any textbook on formal languages and automata (see, e.g., [16]).

The following theorem states the main result of this section.

**Theorem 31.** Given a regular language \( L \), one can decide whether \( L^{x*} \) is regular. If the answer is YES, provided one has an automaton for \( L \) one can construct an automaton accepting \( L^{x*} \).

**Proof.** The outline of the decision procedure is based on the description of \( L^{x*} \) given in Theorem 21. Thus, first we identify the words \( p_i, q_i \) forming \( L'' \), if any exist. Then we construct a DFA which accepts \( L' \cup L'' = L \setminus L'' \). In the resulting automaton we check for the words \( u_k, p_k \) and \( q_k \), which form
if any exist, and construct the automaton for \(L' = (L \setminus L''') \setminus L''\). Last, we check whether \(L' = L'^{\times}\), that is \(L' = L'^{\times \leq 1}\), with the help of Theorem 30. If yes, then \(L'^{\times}\) is regular, otherwise it is not.

The automata for the intermediary steps are computable using well-known algorithms (see, e.g., [16]). What we have to show, is that the words \(u_k, p_k, q_k\) can be found, given an automaton. First, we check every cycle of length at most \(N_L\) in the automaton, where \(N_L\) is a constant computable from the representation of \(L\) (for the argument on \(N_L\) see the last part of the proof). This can be done by a depth-first search. If the label of the cycle can be written as \(pq\) for some pseudopalindromes \(p \neq \epsilon\) and \(q\), then we check all paths \(w\) of length at most \(N_L\), which lead to the cycle from the initial state and all paths \(v\) of length at most \(N_L\), going from the cycle to a final state. If there exist pseudopalindromes \(x \neq \epsilon\) and \(y\), such that \(xy\) is a cyclic shift of \(pq\) and \(wpqv\) is a prefix or suffix of a word in \(x(yx)^+\), then we identified a pair \(p_i, q_i\) for \(L'''\). If there exist pseudopalindromes \(x \neq \epsilon\) and \(y\), and some word \(u\), such that \(xy\) is a cyclic shift of \(pq\) and \(wpqv = ux(yx)^i\) for some \(i \geq 1\), then we identified a triple \(u_k, p_k, q_k\) for \(L''\).

Observe here, that to check that both hypotheses for \(L''\) and \(L'''\) are fulfilled by these pairs and triples it is enough to look at their pseudopalindromic prefixes and suffixes and check if they have the length equal to \(|q| + 2|q'| + (m + 1)|p| + m|q| + 2|q'|\), for some prefix \(q'\) of \(qp\). The latter of these two can, in fact, be checked just by looking at the shortest form of a word (that is \(up(qp)^i q'\) and \(q'p(qp)^i u\) for \(i\) minimal among all indices of words of this form). Since both checks can be done within a finite number of steps, the conditions can be verified.

After finding all pairs \(p, q\) for \(L'''\), we construct for each of them the automaton accepting \(L \setminus L_{pq}\), where \(L_{pq}\) is the set of prefixes of \(p(qp)^+\) longer than \(|p| + \lceil\frac{|q|}{2}\rceil + 1\). The intersection of these languages (the \(L \setminus L_{pq}\) languages) is \(L' \cup L''\). Afterwards we subtract, for each triple \(u, p, q\) forming \(L''\), the language of prefixes of \(up(qp)^+ u\) which are longer that \(|up| + \lceil\frac{|q|}{2}\rceil + 1\) (since shorter prefixes cannot be completed into a word from \(up(qp)^+ u\)). The resulting language is our candidate for \(L'\).

As mentioned above, if \(L' = L'^{\times \leq 1}\), output YES, otherwise NO.

Apart from the automata construction techniques mentioned in the proof of the previous theorem, we only use a method which builds the automaton accepting the language of prefixes of \(p(qp)^+\), for given words \(p, q\). This can be done by constructing the automata for the languages \((pq)^* p'\), with \(p'\) one of
the finitely many prefixes of $p$, and then the automaton accepting the union of these languages.

We end the proof by showing that $N_L$ is computable from the presentation of $L$, as it is the number of states of a newly constructed automaton.

If $L^{\times_1}$ is regular, then so is $L^{\times_1}$, by Corollary 22. If $L^{\times_1}$ is regular, then Theorem 9 applies to $L^{\times_1} \setminus L$ and gives us that it can be written as the finite union of languages of the form $xr(sr)^*\pi$, with $r, s$ pseudopalindromes.

For every state $p \in Q$, let us define the languages $\text{LEFT}_p = \{ u \mid \sigma(q_0, u) = p \}$ and $\text{RIGHT}_p = \{ u \mid \exists q \in F : \sigma(p, u) = q \}$. For every pair of states $p \in Q$, $q \in F$, let $L_{pq}$ denote the language $\text{LEFT}_p \setminus \theta(\text{RIGHT}_q)$, when $\sigma(p, w) = q$ for some pseudopalindrome $w \notin \Sigma \cup \{\epsilon\}$, and $L_{pq} = \emptyset$, otherwise. Now,

$$L_c = \bigcup_{p, q \in Q} L_{pq}$$

is a regular language, as it is a finite union of regular languages. Also, every word in $L_c$ is the prefix of a word in one of the finitely many languages $xr(sr)^*\pi$ mentioned above. If $L_c$ is infinite, then by Lemma 3 and Theorem 4 we get that the label of every cycle in the automaton accepting $L_c$ is of the form $w^k$, where $w$ is a cyclic shift of $pq$ and $k \geq 1$. Hence, the same holds for cycles of length at most $m$, where $m$ is the number of states of the automaton accepting $L_c$. On the other hand, suppose there is a pair $r_1, s_1$, such that all cycles which are cyclic shifts of $(r_1s_1)^k$ for some $k \geq 1$ are longer than $m$. Then, again by Lemma 3 and the pigeon hole principle, we get that $r_1s_1$ is the cyclic shift of some other pair $r_2, s_2$, where $|r_2s_2| \leq m$. Hence, we conclude that by checking all cycles of length at most $m$ of the automaton accepting $L_c$ we discover the pairs $r, s$ from the characterisation in Theorem 9. The automaton accepting $L_c$ can be constructed, given $L$, and $m$ is computed by counting the states, hence take $N_L$ to be $m$. \qed

6. Further remarks

We see that in the context of pseudopalindromes some of the decidability questions raised in the context of hairpin completion are decidable. This is mainly due to the fact that in this context the right and the left completions are equal. Moreover, to this contributes also the fact that the length of the hairpin-loop is at most one in our case. Note, that in the biological phenomenon serving as inspiration for the model, the length of the hairpin
in the case of stable bindings is limited (optimal loop length is of about 4-8 base-pairs) not only making the model more easily approachable, but also keeping close to the original motivation.

Therefore, we suggest as future work the study of $k$-pseudopalindromes, structures that bind together perfectly but for some middle part of length at most $k$, for some fixed integer $k \geq 0$. Formally, a word which can be written as $uv\overline{v}$, with $|v| \leq k$, is a $k$-pseudopalindrome. In line with the above, the 0-pseudopalindromes correspond to the even length pseudopalindromes studied here. That is, $\mathcal{PP}al_0 \subset \mathcal{PP}al$. However, when the odd length pseudopalindromes are added, the gain is not that big, thus $\mathcal{PP}al \subset \mathcal{PP}al_1$. To see this, please note that beside our odd length pseudopalindromes, the class $\mathcal{PP}al_1$ also includes words of the form $wa\theta(w)$, such that $a \neq \theta(a)$. Furthermore, it follows from the definition that for any integers $i$ and $j$ with $0 \leq i < j$, we have $\mathcal{PP}al_i \subset \mathcal{PP}al_j$. As a first observation, let us point out that Theorem 9 can be stated and proved for $k$-pseudopalindromes much the same way as it was given earlier for pseudopalindromes.

**Theorem 32.** For a fixed integer $k \geq 0$, a regular language $L \subseteq \Sigma^*$ is $k$-pseudopalindromic, if and only if it is a union of finitely many languages of the form $L_p = \{p\}$ or $L_{r,s,q} = qr(sr)^*q^R$ where $p$ is a $k$-pseudopalindrome, $r$ and $s$ are (0-)pseudopalindromes, and $q$ is an arbitrary word.

**Proof.** It is straightforward that if $L$ follows the description in the statement, then $L$ is both regular and $k$-pseudopalindromic.

Let us now consider the other direction. Since $L$ is regular, according to Lemma 3 there exists a constant $k_L$ such that for any word $w \in L$ longer than $k_L$ we have a factorisation $w = uvz$ with $0 < |uv| \leq k_L$ and $v \neq \epsilon$, such that $uv^i z \in L$ for any $i \geq 0$. Note that since $k_L$ is fixed, the number of words that do not fulfil this property is finite, and since they are all $k$-pseudopalindromes they will be in fact included in the set $L_p$ of our statement.

The two cases being symmetric, we assume $|u| \leq |z|$. According to the same Lemma 3, since $L$ is a $k$-pseudopalindromic language, it follows that for any integer $i \geq 0$ we have that $uv^i z \in L$ is a $k$-pseudopalindrome, thus, for a factorisation $z = x\overline{x}$ with $x \in \Sigma^*$, we have that $v^i x$ is a $k$-pseudopalindrome. This gives us that there exists an integer $j \geq 0$ such that $x = v_1\overline{v}_j$, where $\overline{v} = v_2v_1$. Since $i$ can be arbitrarily large and $k$ is fixed, there exists some value of $i$ with $i|v| > (2j + 1)|v| + k$, such that $uv^i z, uv^{i+1} z \in L$. For a $k$-pseudopalindrome, apart from at most $k$ mismatches in the middle, the prefixes have to be $\theta$-images of the suffixes, therefore we get $\overline{v}_2v_1^{i+1} = \ldots \ldots$
Moreover, we have that \( v_2 \) is a pseudopalindrome. Comparing the matching ends further gives us \( \overline{v_2v_1^{j+1}}v_1 = \overline{v_2}v_1^{j+1}v_1 \), and hence \( v_1 \) is a pseudopalindrome, too.

We conclude that our original word \( w \) can be written as \( uv_1(v_2v_1)^j \), with \( v_1 \) and \( v_2 \) pseudopalindromes. According to Lemma 3 a similar decomposition exists for all words longer than \( k_L \). Since all parts of the factorisation, \( u \), \( v_1 \) and \( v_2 \) are shorter than \( k_L \), the existence of finitely many such triplets, and therefore our results, are concluded.

Given that the characterisation of \( k \)-pseudopalindromic languages can be so readily obtained from the characterisation of pseudopalindromic languages, it is justified to ask why we did not state our results in this more general setting. The answer is that later results, in particular Lemma 19 and Theorem 21, rely heavily on pseudopalindromic completion being independent of which side of a pseudopalindrome we apply it to (see Lemma 7). This, however, is not the case with \( k \)-pseudopalindromes, hence a different approach is needed to characterise regular languages whose iterated \( k \)-pseudopalindromic closure is regular.
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